User Brief
1. Background
At present most storage devices in CNZ Company using DAS connect, this make data decentralization, hard to management, not security and lower the total efficiency. So we need a advanced storage system which  fully consider on colligate storage and backup, reduce number and type of storage devices, connect between new and old system and cost effective.

2. Objective
Compare between DAS, iSCSI SAN and FC SAN we think iSCSI SAN is suitable for our situation. So the objective for this project is develop a cost effective iSCSI based storage area network solution for CNZ company that need to manage a lot of data storage.
3. Request of System
The design of data storage and backup should focus on e-commerce and using advanced storage, network and medium technology to build an integrity iSCSI storage area network for high efficiency data transformation and sharing. This storage area network should work for whole company about 150 computers and should contain VOIP and maybe video commerce service. So the total data transfer rate should be at least 700mb/s，and may need to upgrade to 1.5Gb/s if we want to fully support video transfer (we are using 1gb/s Ethernet).

For this project we request following points:

3.1 Fully Storage area network functionally 

· Centralizing manage

· Open and Multi-protocol support

· Availability

· Scalability

· Modular

· Secured 

· Upgradeable and Scalable 

3.2 High availability
The whole system must have great stability, can work long time with out fault. Should be available 24 hours 7days. So develop an effective data storage system is really important. This will include advanced storage devices and advanced storage management software.

3.3 High reliability
The storage system should have the fault tolerance. Validate before using the data to confirm data on storage devices are correct. And make sure we are immunity of virus, virus detection before auto and manual save is important. 

3.4 High performance
Whole network system should base upon Gigabit Ethernet and the capability of storage is at least 2TB and 10TB extendable. And new system must have same or better quality of storage than existing.
We need back up huge number of data in short time. And two level backup systems are needed. First level using cheap disk as a temporary cache and data finally saved at second level disk array.

And the back up system should have ability to recovery a directory on a disk, one disk or whole system.

3.5 Easy to management

To reduce the complexity of management, we need iSCSI SAN management software with friendly interface, easy to control and powerful functionality. Then try to use congregate storage structure to decrease number of disk unit...
3.6 Extendable 

When we built this iSCSI SAN we require to think about extendable of system. The capability and speed of SAN can be improved with company size grown. The aim in this project is 10TB extendable.

3.7 Practicability
This project should fully consider of practicality and budgetary. Use lowest cost to built acceptable performance iSCSI Storage area network. And the core modules in our system: Cost effective. Total cost of ownership for 5 years is 1/10 of existing set up.
3.8 Compatibility
Zero or positive impact on data network and storage facilities.
4. System structure

Our iSCSI SAN storage system will build based upon Ethernet Local area network which we already owned. And we want to install advanced iSCSI initiator and target hardware or software on our system and iSCSI storage management software inside server computer. 

5. System function

a) Data storage

· We need following function for our data storage:

· Multi-operation system support

· Multi- Database support

· RAID support
· RAID management

· Highly extendable
b) Data backup

· We need following function for our data backup:

· Multi- operation system and platform support

· Multi- database backup

· Multi- medium support

· Centralization data management and backup

· Multi-backup strategy
· Using less CPU and network resource

· Data encrypt
· Virus scan

· Highly extendable
· Fast backup possible

c) Data recovery

· Data recovery should consider following point:

· Disaster recovery

· Fully or part able recovery

· Fast recovery

· Data log for recovery 

d) Management function

The management software should have friendly user interface, enough to manage lot of data storage and network transfer. 

6. Budget
For our storage system we need fully consider about cost effective and we will using LAN NIC card, router, switch for our SAN equipment. And the most cost for this project is NZ$2000.

